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Overview 
 

 
The possibilities that wireless technology offers have facilitated that multiple 
Internet communities have been built, independent of new business models on 
networks. These network communities had the aim to connect users in order to 
be able to share resources and services. Such communities are those that have 
established community networks like Guifi.net. Guifi.net is also a space for 
research and development of technologies for adaptation to the specific WiFi in 
an open network. 
 
The principal objectives of this master thesis are to study the different issues 
that could be found in a wireless community network such as Guifi.net. These 
problems are commonly due of mixing routing protocols. For this reason the 
scenarios will be reproduced it by a software network emulator, then with the 
data collected will be treated to give a solution to these problems. Furthermore, 
this thesis has a special interest in the protocols used in wireless community 
networks and how these routing protocols connect the different nodes of the 
network. Also it will take into account the behavior of the network when a node 
is added or deleted and how this action can have a large impact to the entire 
network. 
 
It is an interesting research of this kind of communities because nowadays 
people are becoming aware that communitiesô networks are made to allow 
people to connect with people around the world and this master thesis will help 
to understand the problems that would appear in a wireless community and 
give a solution to these problems. 
 
For the development of the tasks listed above it was necessary to monitor 
Guifi.net network for a determined period of time in order to detect current 
issues of the network and understand how the networks works, as well as the 
study of other concepts. To carry out the execution of this master thesis has 
been used Netkit network emulation software. 
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Resum 
 

 
Les possibilitats que ofereix la tecnologia sense fils han facilitat que múltiples 
comunitats d'Internet s'hagin construït, amb independència de nous models de 
negoci en les xarxes. Aquestes comunitats de xarxa tenen l'objectiu de 
connectar als usuaris amb la finalitat de ser capaços de compartir recursos i 
serveis. Aquestes comunitats són les que han establert xarxes comunitàries 
com Guifi.net. Guifi.net és també un espai per a la investigació i 
desenvolupament de tecnologies per a l'adaptació a l'específica Wi-Fi a una 
xarxa oberta. 
 
Els objectius principals d'aquest projecte són l'estudi dels diferents problemes 
que es poden trobar en una xarxa sense fils comunitària com pot ser Guifi.net. 
Aquests problemes son comunment causats al barrejat diferents protocols 
dôenrutament per aquesta ra· es reproduïran els escenaris mitjaçant un 
emulador de xarxes i amb les dades recollides es tractará de proporcionar una 
posible solució a aquests problemes. A més, aquest projecte té un interès 
especial en els protocols utilitzats en les xarxes sense fils comunitàries i dels 
protocols d'enrutament que connecten els diferents nodes de la xarxa. També 
es té en compte el comportament de la xarxa quan un node s'afegeix o 
s'elimina i com aquesta acció pot tenir un gran impacte a tota la xarxa. 
 
Aquesta tesi l'ajudarà a entendre i detectar els problemes que pugin apareixer 
a una comunitat wireless i donaôls-hi una solució. 
 
Per al desenvolupament de les tasques esmentades anteriorment ha sigut 
necessari monitoritzar la xarxa Guifi.net durant un determinat període de temps 
per tal de detectar problemes actuals que sofreix la xarxa i al mateix entendre 
com funciona, així com l'estudi d'altres conceptes. Per dur a terme l'execució 
d'aquest projecte s'ha utilitzat el programari de emulació de xarxes Netkit. 
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INTRODUCTION 
 
Currently wireless infrastructure can be built at a very low cost compared to 
traditional wired alternatives. However building a wireless network is not only 
about saving money, but building a wireless network will provide to a community 
of users the opportunity to access to the information easier and cheaper. 
Wireless communities networks are connected to Internet at high speeds and 
are involved in the global market. People around the world are finding that the 
access to Internet gives them an opportunity to discuss their problems, policies 
or anything that could be important in their lives. But even without Internet 
access, community wireless networks have a great value. Allow people to 
collaborate on projects over long distances. Voice communications, electronic 
mail and other data can be exchanged at low cost. By involving community 
members in the construction of the network, knowledge and trust can be spread 
throughout the community and people could begin to understand the 
importance of taking part in such communities. Nowadays people are becoming 
aware that communitiesô networks are made to allow people to connect with 
people around the world. 
  
The main objectives of this thesis are to assess, describe and try to 
automatically detect topological and routing issues that a wireless community 
network such as Guifi.net could have. During the execution of this master thesis 
will be evaluated how the network is distributed. This information will be used to 
known the different routing protocols that actually the network uses. Once 
known which ones are most used, these routing protocols will be emulated 
under different scenarios in order to reproduce their behavior in the network. 
This work will be used to reproduce the issues located in the network and to 
search a possible solution to them. Due to the impossibility of using the Guifi.net 
network as a scenario to perform the tests, because several users and 
companies depends their connection from this network, it has been decided to 
use software called Netkit. This software allows emulating virtual networks 
devices with the same features of the systems that can be found in real 
production environments, including configuration, and communication protocols, 
leaving in the background network performance. 
 
Chapter 1 provides an introduction to the Wireless Community Networks, 
specifically about the community Guifi.net where the master thesis have been 
developed. It describes the purpose of the community and current technologies 
used by the community. It describes the hardware and software used in the 
network. In this chapter it will also be explained with more detail the different 
useful routing protocols for this kind of networks. 
 
In chapter 2 will be explained how the network is structured and the main 
problems that could appear in a wireless community network as Guifi.net. Also it 
will be explained how the routing protocols are used in this network and the 
problems that originate when are mixed. This chapter is the first part of the 
development, which will help to understand how the packets are transmitted in a 
network and how this problem affects to the traffic of the network and the 
functioning of it. 
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The network software emulation used for this master thesis will be introduced in 
Chapter 3. 
 
Chapter 4 relates to the second part of the development of this study. In this 
chapter are showed the tests done in the described scenarios, reproducing the 
same problems that could appear in real networks when BGP and OSPF 
routing protocols are used in the same network. These protocols will be 
implemented in different scenarios, each referring to the issues existing in 
Guifi.net. Each scenario will set up to study and verify the operation of the 
protocol features. The information obtained by setting up the labs will be very 
useful to examine possible solutions to these problems or try to introduce some 
improvements. 
 
Possible solutions that could be applied to solve the problems stated in Chapter 
before are stated in Chapter 5. This Chapter tries to recollect all the information 
of previous chapters to apply it in the network in order to avoid the problems 
that the network actually has. 
 
In Chapter 6 propose possible solutions to apply to the problems studied in the 
particular case of Guifi.net. In this proposal will be applied the knowledge 
obtained in the previous chapters, in order to achieve a network with less 
problems than it could has now. This will be obtained by the application of 
different kind of filters that would optimize the traffic that are in the network. 
    
Finally the conclusions of this master thesis are stated in Chapter 7. It is based 
on the emulations performed and the recollected data during the realization of 
this master thesis. It also includes future lines of work. 
 
The annexes cover the whole range of technical information when implementing 
the different case studies of practical chapters. 
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CHAPTER 1. WIRELESS COMMUNITY NETWORKS 

1.1 What is a Wireless Community Network? 

 
The technological developments of the last few years have enabled new forms 
of interactions and collaboration between individuals. Wireless community 
networks consist on a group of volunteers, institutions and companies who build 
open and free networks, these networks provides access to the Internet over 
the airwaves, being an alternative to private ISPôs networks. This kind of 
networks uses two way radios to take advantage of the unregulated portion of 
the telecommunications spectrum. Wireless community networks are organized 
geographically to serve a specific neighborhood or community and to improve 
the quality of life within that community.  
 
These networks are characterized by the linkage of many individuals in a 
complex web, offering flexibility and adaptability when something goes wrong. 
Community wireless networks have the potential to provide affordable Internet 
accessibility and democratically controlled. Also, these kinds of networks are 
open and free, any person or administration could see how the network is 
structured and these networks do not impose restrictions. In addition, these 
kinds of networks offer a new tool for community economic development that 
can reduce poverty, promote a sense of community, and encourage civic 
participation. 

1.2 Case of study: Guifi.net 

 
Guifi.net1 was born in 2004, is a nonprofit telecommunications community 
network based in an interconnection agreement where each participant set up 
nodes and connects them to the network in order to extend it while gaining 
connectivity. Guifi.net participants are individuals, companies and 
administrations that constitute a public telecommunications network. Currently 
have over 17.000 actives nodes and 32.000 kilometers of wireless links. 
 
Guifi.net has declared as an open, free and neutral network for the following 
reasons: 
 

¶ It has been considered as open because network data configuration is 
published, any person or administration could see how the network is 
structured and therefore has the option to improve it or extended it. 

 

¶ It has been considered as free because does not impose restrictions. 
 

¶ It has been considered as neutral because in the network can be found 
any content that someone needs. 

 
 

                                            
1
 http://www.guifi.net 
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Most of the links used in Guifi.net are wireless links, for this purpose are used 
the available frequencies, but at the same time there are sections of network 
made by fiber optic connections. The methods of connection to the network 
could be simple connections or connections that extend the network. The 
simple connections are used to connect to other point of the network with the 
same conditions. In case of extended connections, are used to extend the 
network with the same conditions as the original link. 
 
The joining to the network could be individual or collectively and at any time 
members can renounce to their membership. The terms of the membership are 
described in the project website, although these terms basically says that 
Guifi.net is not responsible for the content of the network and that anyone is 
free to use the network for any purpose. 
 

These wireless community networks use the 
spectrum of 5 GHz, this spectrum is used 
because allows transmit information without 
paying any license. 
 
Other interesting data about Guifi.net is their 
annual growth, over 2.500 new users every 
year. This growth represents more than 2.500 
Petabyte of network transfer information. 
 

 

Figure 1.1: Guifi.net network 
in Catalonia 

1.3 Technologies used in Guifi.net 

 
Once explained the social environment of Guifi.net, is it necessary to observe 
how the networks is technologically developed. This point is necessary in order 
to know what tools are available to perform this study and show in which 
technologies we want to focus on. Currently, Guifi.net as most of wireless 
community networks has several topologies in use, but as it was explained 
before everyone is free to use whatever hardware and software wants, as long 
as it fits in Guifi.net philosophy. But as in most networks, networks technologies 
can be separated in software and hardware. 

1.3.1 Hardware 

 
The network Guifi.net is based basically on backbone hardware and in end 
users hardware. But the highly meshed topology implies that much of the 
infrastructure is the same users' computers. Thus, the network consists of a 
large amount of access points. 
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1.3.1.1 End users hardware 

Currently, in Guifi.net network end users can 
use any low cost WiFi router, but the current 
most used hardware is Ubiquity NanoStation2, 
which is a low cost CPE, featuring an easy-to-
use firmware, and with a polite design suitable 
for everyone. Before that, Linksys WRT54GL 
was extensively used.  

Figure 1.2: Ubiquity NanoStation 

1.3.1.2 Network backbone hardware 

Like as end users case, on the backbone 
network of Guifi.net, the most used hardware 
is Mikrotikôs RouterBoards3, which features a 
great performance and an affordable price. 
But is it a possible example of hardware. 
Other CWN use other hardware for the 
backbone or for end user. 

 

Figure 1.3: Mikrotik 
RouterBoard 

Commonly, in Guifi.net end users use sector antennas but for the network 
backbone the most used type is panel antennas. In other Wireless Community 
Networks other hardware could be used, it depends on the features and the 
knowledge of the users. 
 

1.3.2 Software 

 
Usually, the software used for the end user and backbone hardware is the 
manufacturerôs software. But it is important to choose those distributions that 
offer more freedom of operation and availability. Therefore, a very good 
alternative are OpenWRT4 and DD-WRT5, an open source firmwareôs fully 
customizable which supports plenty of hardware 

1.4 Routing protocols used in Guifi.net 

 
Routing protocols are used to facilitate the exchange of routing information 
between routers, also allow routers to dynamically learn information about 
remote networks and automatically add this information to their own routing 
tables. 
 

                                            
2
 http://www.ubnt.com/products/nano.php 

3
 http://www.routerboard.com 

4
 http://www.openwrt.org 

5
 http://www.dd-wrt.org 
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Routing protocols determine the best path to each network, which it is added to 
the routing table. The benefits of using a dynamic routing protocol is routers are 
likely to exchange routing information whenever there is a topology change. 
This exchange allows routers to automatically learn about new networks and 
also to find alternate paths if there is a link failure to a current network. 
 
The protocols that currently Guifi.net uses can be classified in two main groups: 

 
¶ Dynamic protocols: are used by routers to automatically learn about 

remote networks from other routers. This kind of protocols can be 
classified according to various characteristics, but the most commonly 
used routing protocols are as follows:  BGP, OSPF and RIP. The main 
operations of this kind of protocols are the next: 
 
Á The router sends and receives routing messages on its interfaces. 
Á The router shares routing messages and routing information with 

other routers that are using the same routing protocol. 
Á Routers exchange routing information to learn about remote 

networks. 
Á When a router detects a topology change, the routing protocol can 

advertise this change to other routers 
 

¶ Routing Protocols optimized for mobile ad-hoc networks: This kind of 
protocols uses hello messages to discover new node and then 
disseminate information throughout the mobile ad-hoc network. The most 
used protocols for ad-hoc networks are the protocols OLSR, BMX6, 
BATMAN. 

 
Currently the 90% of the routing protocols used in the network are BGP and 
OSPF and the routing protocols for mobile ad-hoc networks only are used in 
small communities. According to that, this master thesis will be focused only in 
BGP and OSPF routing protocols. 
 
The following sections are intended to explain routing protocols to those people 
which are not familiarized with networking.  

1.4.1 Definition of AS 

 
According to the classic definition of an Autonomous System, is a collection of 
routers under a common administration. An Autonomous System is a unique 
network identification to communicate with the others Autonomous Systems of 
the network. Due of the Internet is based on the Autonomous System concept; 
two types of routing protocols are required: interior and exterior routing 
protocols. These protocols are: 
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1.4.2 IGP and EGP 

 
¶ Interior gateway protocols (IGP): Used for intra-autonomous system 

routing, that is, routing inside an Autonomous System. 
¶ Exterior gateway protocols (EGP): Used for inter-autonomous system 

routing, that is, routing between Autonomous Systems. 
 
In one hand, corporate networks, such as academic or business normally uses 
IGP, to route within the Autonomous System and also used to route within the 
individual networks themselves. In the other hand, EGPôs are designed for use 
between different autonomous systems that are under the control of different 
administrations. 

1.4.3 BGP 

 
The Border Gateway Protocol is a routing protocol between autonomous 
systems. It was defined in order to solve certain problems and limitations of its 
predecessor, the Exterior Gateway Protocol (EGP). 
 
The primary function of a BGP speaking system is to exchange network 
reachability information with other BGP systems to know the path to other 
networks. This network reachability information includes information on the list 
of Autonomous Systems (ASôs in advance) that reachability information 
traverses. This list is useful to differentiate the connectivity between different 
AS's in order to avoid routing loops and establish policies that concerns AS's. 
BGP uses TCP as its transport protocol and is virtually present in all commercial 
routers and hosts. 
 
The BGP is a routing protocol very robust and scalable, as evidenced by the 
fact that it is the routing protocol most used on the Internet. Currently, BGP 
routing tables have more than 10.000 routes. To achieve scalability at this level, 
BGP uses route parameters, called attributes, to define routing policies and 
maintain a stable environment. 
 
When BGP is used between different AS's, is called external BGP (eBGP). If a 
service provider uses to exchange routes within the same autonomous system, 
then is called internal BGP (iBGP). 
 
Currently in Guifi.net community 
network there are more than 2.600 links 
made by BGP protocol. The Figure 
shows the BGP links in the region of 
Catalonia, the red points shown in the 
picture are the BGP links and nodes 
that currently are in the network. 
 

 

Figure 1.4: Guifi.net BGP links 
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1.4.4 OSPF 

 
OSPF is a routing protocol used to determine the best route for delivering the 
packets within an IP (Internet Protocol) networks. OSPF is perhaps the most 
widely used Interior Gateway Protocol (IGP) in large enterprise networks 
 
The OSPF protocol is based on a link-state algorithm. The state link is passed 
through LSAôs (Link State Advertisement) from available routers and constructs 
a topology map of the network. Routers exchange this information in order to 
make a global database of the network. With this database, is it possible to 
obtain a complete map of the network and compute optimal routes to each 
destination using Dijkstra's6 algorithm. An OSPF network may be structured, or 
subdivided, into routing areas to simplify administration and optimize traffic and 
resource utilization. 
 
When OSPF routing protocol detects changes in the topology, such as link 
failures, it converges very quickly on a new loop-free routing structure within 
seconds. It computes the shortest path tree for each route using the Dijkstra's 
algorithm. 
 

 

Figure 1.5: Guifi.net OSPF links 

Currently OSPF has more than 3.300 links 
in the Guifi.net network, the figure show all 
these links, the blue points shown in the 
Figure, represents the OSPF nodes and 
links that currently are in the network. 
 

 

                                            
6
 http://www.dgp.toronto.edu/people/JamesStewart/270/9798s/Laffra/DijkstraApplet.html 
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1.4.5 Summary of Routing Protocols 

 
In the next lines will summarize the main features of these protocols. 
 
OSPF is an IGP, while BGP is an EGP; IGP should not be confused with iBGP.  
 
BGP is used at the edge of the network to connect the network to the Internet, 
but OSPF is used internally inside a network. 
 
OSPF employs a hierarchical network design using areas; also OSPF will form 
neighbor relationships with adjacent routers in the same Area. 
 

 

Figure 1.6: OSPF areas 

 
There are two types of BGP neighbor relationships: 
 

¶ iBGP: BGP neighbors within the same autonomous system. 

¶ eBGP: BGP neighbors connecting separate autonomous systems. 
 

 

Figure 1.7: iBGP and eBGP links 

 
In the above figure, RouterB and RouterC in AS2 would form an iBGP link, 
while RouterA in AS1 and RouterB in AS2 would form an eBGP link. 
 
BGP uses TCP as transport protocol while OSPF uses IP. 
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The next table summarizes the main features of the BGP and OSPF protocols. 
 

Table 1.1: Features of BGP and OSPF routing protocols 

Features BGP OSPF 

Protocol type Path Distance Vector Link state 

Classless Yes Yes 

Variable Length Subnet Masking Yes Yes 

Automatic Summarization Yes No 

Size Very Large Large 

Convergent Time Slow Fast 

Metric Path Attribute Cost 

Complexity to configure High Medium 

Boundary Separation Autonomous Systems Areas 

Administrative internal distance 200 110 

Administrative external distance 20 N/a 

 

1.5 Future of the network 
 

Over the past few years, Guifi.net network has been growing at a huge rate. 
Each year the number of nodes is twice than the previous year, so a year by 
now is it able to speak of over 17.000 nodes. The future challenges for the 
community are to find an even more auto configurable method of connecting 
nodes to the network, minimizing the work to be done by the end user, and the 
necessary skills to do it. Within this way it will be possible to avoid the problems 
explained in this master thesis. 
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CHAPTER 2. MAIN PROBLEMS IN THE NETWORK 
GUIFI.NET 

2.1 Current configuration in Guifi.net 

 
The current network management areas in Guifi.net are for countries, regions, 
cities, neighborhoods, etc. but currently there are no technical areas of the 
network, i.e. areas OSPF, BGP. For that reason is not possible to select the 
technical areas in order to evaluate any routing problem in such areas that 
could appear. Also, depending in the zone or region where the network is 
developed, this ñpieceò of the Guifi.net network, works with different routing 
protocols, for example the zone of ñBarcelonaò, the main routing protocol which 
currently is being used is BGP protocol, in other areas such as ñGironaò, the 
entire area uses OSPF routing protocol, and other areas such as ñEl Maresmeò 
works with both protocols. The decision of which routing protocol is used in 
each zone depends on the network administrator of the area or on the skills of 
the people who will manage the network; also it should take into account the 
number of users that could use the network. 
 
The following figure is an example of the currently configuration of the routing 
protocols of a concrete zone. The shown zone is the ñMaresmeò area, which 
belongs to the autonomous community of Catalonia; in that zone there are 
different routing protocols that are being used. 
 

 

Figure 2.1: Example of link configuration in Guifi.net network 

 
As it can be seen, in this case there are OSPF zones for each city and each 
one is connected by a BGP link. In the figure presented, clouds represents 
OSPF zones of each city, green lines represents BGP links used to connect the 
clouds between them, finally the orange lines are the redundancies of OSPF 
zones. The redundancies of the zones are to make a network more reliable in 
front any problem that could occur in a network like this. 
 
In Guifi.net network, in order to no create a networking problem the OSPF 
zones are ñseparatedò from the rest of the zones of the network. In OSPF zones 
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is necessary to establish a nodes called Autonomous System Boundary Router, 
which are the responsible for routing external traffic to the other BGP AS, and 
route traffic internally the OSPF zone, this configuration will be explained in next 
section with more detail. For separate each routing zone, is applied an special 
configuration in each one of the Autonomous System Boundary Router (ASBR 
in advance) of the OSPF zone established in the piece of network, in order to 
configure an automatic firewall to not to provoke problems in the network.  
 

2.1.1 BGP routing protocol 

 
In BGP protocol is necessary to set Autonomous System (AS). Each AS 
includes his number and then propagates the route to the other AS's of the 
network, in order to update the routing table of the nodes and made a path of 
the network. This path made, it is an attribute of BGP called AS_Path.  
 
AS_Path is the BGP attribute that keeps track of each AS when a route 
advertisement has passed through it. AS_Path is used by confederations and 
by exterior BGP (eBGP) to help prevent routing loops. When a BGP speaker 
propagates a route learned from another Update BGP speaker's message, this 
node modifies the AS_Path from the routes stored in the routing table in order 
to know exactly the location of the BGP speaker to which the route will be sent.  
 
A brief summary of the update of the AS_Path attribute is the following:  
 

¶ When a given BGP speaker advertises the route to an internal peer 
(iBGP), the advertising speaker not modifies the AS_Path attribute 
associated with the route. 

 

¶ When a given BGP speaker advertises the route to an external peer 
(eBGP), the advertising speaker updates the AS_Path 

 
The next figure shows the process of how the routes are propagated from one 
AS (in that case AS1) to the rest of the network, and how the AS_Path is 
changed in every hop which passes through a different AS: 
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Figure 2.2: How the path of a network is transmitted to the different nodes 

 
As it can be seen in the above figure, AS1 is linked to AS2 and AS4, when AS1 
speaks to the other AS's of the network, will originate a route that will track the 
following steps: 
 

¶ The originating speaker (AS1) includes its own AS number in a path 
segment (AS_Path), AS_Path will be the attribute of Update messages 
sent to an external peer, these external peers are AS2 and AS4, as it can 
be seen in the figure. 
 

¶ The originating speaker includes an empty AS_Path attribute in all 
Update messages sent to internal peers. 

 
For example, in the example showed before, in case AS1 originates a route to 
AS3, that route will pass through different AS's, in that case, is it possible to 
pass through (AS1)ĄAS2ĄAS3 or also (AS1)ĄAS4ĄAS3. In both cases the 
routes passes across different AS's that only add their information about the 
Path, but for these AS's the content of the packets are not relevant, are like 
boxes, the only information that the AS's adds is the information about the path. 
Then the only thing that the node which is in AS1 knows, is if it sends a packet 
to the other AS, then the packet will arrive to the destiny, because routes have 
been made previously. 
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2.1.2 OSPF routing protocol 

 
In OSPF protocol is not necessary to set Autonomous Systems like in BGP, in 
this protocol, a route are referred to networks, but is not possible to know if the 
path to follow will be so long or not. In OSPF protocol, packets are always sent 
to the next hop, and in these hops, the node will know how to route the packet 
to the correct destiny. This protocol is necessary to communicate the different 
nodes inside an AS, but this OSPF has some problems that will be explained 
with more detail in the next sections.  
 
For routers that uses OSPF protocol and those routers belong to multiple areas, 
and connect these areas to the backbone area is it necessary to set elements 
called ASBR. Is a node which connects to different ASôs and also interchange 
information with other nodes inside the same AS, then this node run more than 
one routing protocol at the same time. This node typically runs an exterior 
routing protocol (eBGP) to communicate with other nodes of different ASôs, and 
an internal routing protocol (OSPF) to communicate with the node of the same 
AS. This nodes are used to distribute routes received from other, external ASôs 
throughout its own autonomous system. 
 
The next picture shown the border routers in a OSPF network where more than 
one routing protocol is running at the same time. 
 
 

 

Figure 2.3: Border routers in a BGP and OSPF network 
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2.2 Introduction to the problem 

 
In a free, open an neutral network as Guifi.net, network problems can occur at 
any time, usually caused by users who want to join to the network, but this kind 
of users donôt have enough knowledge in administration networks. And then by 
doing the action of adding or removing a node, this user unintentionally could 
cause a malfunction in the network that will affect other users in terms of 
connectivity and network performance. 
 
Once this action is done, the network 
become to change and the problems in 
the network would appear. The first 
thing that happens in the network is the 
following: how OSPF protocol has 
higher preference in front BGP protocol, 
OSPF protocol changes the information 
(for example the attribute AS_Path) that 
contains the packets, and then these 
packets lose important information from 
the origin source. For that reason in the 
next chapters this mentioned problem 
will be analyzed in detail, then a solution 
to the problem will be given. The figure 
represents the BGP/OSPF connections 
that are currently in the network 

 

Figure 2.4: OSPF and BGP Guifi.net 
network 

2.2.1 Problems mixing OSPF and BGP protocols 

 
The main problem that has Guifi.net network is the following; a packet is send 
from a node inside AS1 to another node that it is in AS4, but this packet has to 
pass thought an OSPF zone, as it could be the OSPF zone configured in AS3. 
As it was explained before, what happen in AS2 has to be invisible to AS1, but 
AS2 has to keep the AS_Path of AS1 and include the AS_Path of AS2, but 
when the packet go trough of an OSPF zone, this AS_Path is lost because 
OSPF protocol donôt use and then donôt store this kind of information.  
 
Thus, the packet that was sent by AS1 is marked that was sent by AS3, 
provoking that when the packet arrives to the destiny (AS4) the node has wrong 
information, because it has the IP from AS1 and the AS information from AS3. 
Then the destiny node updates the information that has in the routing table with 
the new wrong information. Also, the problem becomes bigger because AS1 
how receives wrong information, will send Update packets to the other nodes in 
order to update their routing tables. 
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As it can be seen in the figure above, once the update message are outside of 
AS3, always has the path of the AS3, changing the original information and 
becoming a problem in the network. 
 

 

Figure 2.5: How the path of a network is transmitted to the different nodes 

 
Once the border route of AS3 has updated the information of the routing table, 
sent this new information to the rest of the nodes of the network, then the rest of  
the network receives the route from OSPF and change the information that 
have stored in the routing table for the new information received. This new 
information is propagated to the entire network, with the result that the all the 
nodes will have the same problem with the routing table in all the routers.  
 
Then this problem about losing the AS_Path attribute in OSPF zones will be 
studied with more detail in the next chapters with the help of the emulations of 
the network.  
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CHAPTER 3. NETWORK SOFTWARE EMULATOR 

3.1 Introduction 

 
Understanding computer networks without performing practical experiments is 
really difficult. Unfortunately, setting up a networking lab can be very expensive. 

 

Netkit7 is the result of the joint work of several people from the Computer 
Networks Laboratory of the Roma Tre University and from the Linux User Group 
LUG Roma. Netkit is an environment for setting up and performing networking 
experiments at low cost and with little effort. It allows emulating virtual network 
devices can be easily interconnected in order to form a network on a single PC. 
Networking equipmentôs are virtual but with many of the characteristics of the 
real ones, including the configuration interface. To emulate a network with 
Netkit is it necessary to write a simple file describing the link-level topology of 
the network to be emulated and some configuration files that are identical to 
those used in the networking tools.  
 

3.2 Why Netkit 

 
Using a network software emulator allows to the users the ability to create 
virtual environments that can be worked, studied and analyzed for 
experimentation, testing, etc. This kind of software forms an essential tool for 
experimental practice in research, development, training and integration of 
community networks. 
 
Netkit is a software network emulation based on a Linux kernel virtualization. 
Each one of the nodes or virtual machines created, are accurate 
representations of the systems that can be found in production environments 
with the same features, configurations and communication protocols. Thus, the 
configurations of virtualized devices can be applied in actual devices. Also, is 
possible to emulate a network using the same software and configuration than 
in a real network. In addition, this tool is possible to be installed freely and, if it is 
necessary, make the necessary changes to solve any problems that may occur 
or even hold improvements deemed appropriate. 
 

3.2.1 Netkit Features 

 
Netkit is a lightweight network emulator based on open source software, with no 
impact on operational networks. Nekit provides to the users tools to support 
sharing preconfigured virtual labs with others. Netkit ships with a variety of 
supported networking tools and technologies. Should it be needed, additional 
software can also be installed inside the virtual machines in order to enable 
particular features that are required for specific experiments.  
 

                                            
7
 http://wiki.netkit.org 
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CHAPTER 4. HOW TO CREATE A ñPOLLASTRE DE 
RUTESò 

4.1 Introduction 

 
Once presented the scenario that cause the problems and the environment to 
develop the study, will be emulated a series of scenarios to reproduce these 
stated problems. These scenarios could be tested with the software introduced 
before. The scenarios will be focused on the technologies presented in previous 
chapters and its realization will emulate Guifi.net network. 
 
The main objective of this chapter is by emulating a networking model with 
Netkit; test the network in order to observe how the routes loses the AS_Path 
attribute when an update message pass across an OSPF zone. It will also be 
observed how this change will affect to the rest of the entire network. Also 
during the test it will be observed how the network reacts to any possible 
change of topology that may occur, for example when a node or link crashes or 
when a new node or link is set up in the network. 
 

4.2 Definition of ñpollastre de rutesò 

 
A ñpollastre de rutesò is the colloquial name given in Guifi.net when a problem 
with routing protocols has been detected. After the problem have been 
announced, the network administrators of the affected area will try to determine 
the main reason that caused the problem and would isolate the problematic 
zone in order to not affect the performance of the entire network.  
 

4.3 Network configurations 

 
This section shows the commands that are needed to be added in the 
configuration files in order to have a good network performance. Furthermore in 
the Annex II, is it possible to see how an easy example of how to configure a 
network.  
 
The developed tests are intended to be as realistic as possible of the current 
Guifi.net network. In order to reproduce the network, would be needed to 
configure several AS in order to emulate the Guifi.net network. In one of the AS 
configured would be needed two different Autonomous System Boundary 
Routers (ASBR in advance), to emulate the OSPF zone. Then inside the OSPF 
zone, the nodes that compound this area will be connected by OSPF links and 
the ASBR will connect to the other AS of the network by an eBGP link. The 
complete configuration will be described in the next section. The following figure 
represents the network configured in Netkit to execute the tests. 
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Figure 2.1: Initial configuration of the network, in AS3 could be OSPF or BGP 
the routing protocol between edge nodes 

 

For the previous network configuration, it was necessary to set certain 
commands in the configuration files. Without these commands configured in the 
files, the network performance was inadequate and could not be possible to 
perform the tests. The configured commands are the following: 

4.3.1 Redistribution configuration 

 
In order to redistribute the routing table that a router has stored in the kernel to 
rest of the nodes of the network is it possible with the command network and 
redistribute.  

4.3.1.1 Network command 

 
Network command is one possibility to advertise networks via BGP. Also is it 
possible to redistribute IGP into BGP. In this case IGP would be OSPF routing 
protocol. 
 

Table 4.1: Network command example 

router bgp 3  

network 200.1.1.0/24  

network 40.4.0.0/24  

4.3.1.2 Redistribute command 

 
In the case of redistribution, this command dumps all internal routes into BGP. 
But this command has a drawback, is it needed to apply careful filtering to make 
sure that are send to the routes that are needed to be advertised.  
 



20  Detecting issues in WCN 

 

Table 4.2: Redistribute command example 

router bgp 3  

neighbor 90.1.1.1 remote - as 4  

neighbor 90.1.1.1 description (Virtual) Router 4 of AS4  

redistribute connecte d 

4.3.2 No synchronization configuration 

 
One problem that will be notice when this network is set up is not possible to 
see the BGP entries in the routing table. This is a synchronization issue 
because BGP does not put these entries in the routing table and does not send 
the entries in BGP updates due of a lack of synchronization with IGP.  
 
Applying the problem to the network causes that R3 does not synchronize with 
OSPF because of the difference in masks, but this action also is necessary on 
R33 for the same reason, also disabling synchronization allows BGP to 
converge more quickly, but it might result in dropped transit packets 
 

Table 2.3: No synchronization command example 

router bgp 3  

no synchronization  

network 200.1.1.0/24  

 
To avoid the problem explained is it necessary to include the command ñno 
synchronizationò in the configuration files of R3 and R33. 

4.3.3 Passive interface configuration 

 
Also another problem will happen in the configuration mentioned before, is it 
necessary to enable OSPF on Eth0 of R3 to make it passive, in order to reach 
the outside network.  
 
To make this possible is it necessary to configure in the OSPF configuration file 
the following command ñpassive-interface EthXò being X the interface that will 
reach the outside network.  

 

Table 4.4: Passive-interface command example 

router ospf  

passive - interface eth 0 

network 40.4.0.0/24 area 0.0.0.0  

redistribute connected  

 
This command allows the node to know about the next hop 200.1.1.2 via IGP. If 
this command is it not set, routing loops may occur.  
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4.3.4 Update-source configuration 

 
In this case in order to configure iBGP between the two border routers, it has 
been used the following configuration: 
 

Table 4.5: Update-source command example 

router bgp 3  

neighbor 2.2.2.2 remote - as 3 

neighbor 2.2.2.2 update - source 1.1.1.1  

neighbor 2.2.2.2 description r33  

 

r outer bgp 3  

neighbor 1.1.1.1 remote - as 3  

neighbor 1.1.1.1 update - source 2.2.2.2  

neighbor 1.1.1.1 description r3  

 
The previous configuration belongs to the border routers R3 and R33. In order 
to configure iBGP session between the loopback interfaces of these two routers 
is it necessary to use the command ñupdate-sourceò, because this command 
enables any operational interface, including the loopback interface, can be 
specified to be used for establishing TCP connections. Without this command, 
the TCP session will use the IP address of the closest interface and the 
neighbor will reject the incoming TCP packet as itôs not coming from a 
recognized BGP neighbor. This command also allows the routers running BGP 
with multiple links between them to load balance over the available paths. 
 
The complete configurations files for the network are included in the Annex III. 
 

4.4 Emulating ñPollastres de rutesò 

 
This section will explain the tests done to reproduce and test the problems that 
the network has when different routing protocols are working in the same 
network. The purpose of these is to compare how works the different routing 
protocols, BGP and OSPF, between different and inside the same AS, and how 
the routing table changes using one or other routing protocol without stopping 
the functionality of the network. 
 

4.4.1 First scenario: BGP network 

 
In AS3, have been configured the ASBR, R3 and R33. These border routers 
works inside the AS with BGP and also OSPF. BGP protocol has been 
configured in the loopback interfaces, with this configuration these routers are 
able to make an iBGP connection between them and exchange their routing 
tables. OSPF protocol has been configured in other interfaces to run the AS3 
entirely with OSPF.  
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To finalize the configuration, also this two border routers are connected to 
external ASôs, AS2 and AS4. These external ASôs are connected to other 
different ASôs, AS1 and AS5 in order to complete the ring configuration that was 
presented before and cause the problem of ñpollastre de rutesò. 
 
Once configured the lab, the network was tested and the results were stored in 
order to compare them with the results obtained with OSPF test protocol. The 
network topology used for the first tests is the following: 
 

 

Figure 4.2: Network configuration with BGP as routing protocol in the edge 
nodes of AS3 

 
As it can be seen in the above figure, in AS3 the loopback interface between 
border routers R3 and R33 makes an iBGP link, then running as IGP between 
R3 and R333 and R33 and R333 is OSPF protocol, to provoke that when the 
routes has to pass thought AS3 will lose the AS_Path attribute. As it was 
indicated before for the rest of the networks the links done between the different 
ASôs are done by eBGP protocol. 
 
The complete configuration files of the scenarios are placed in Annex III 
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4.4.2 Results of the BGP networking 

 
As the result of using this topology, is it possible to view the routing table and 
how a packet is it transmitted around the ASôs of the network. 
 

  
 

  

Figure 4.3: Routing tables from the edge nodes R3 and R33, and routing tables 
from R4 and R2 while BGP protocol is running between edge nodes of AS3 

 
As it can be observed in the routing tables, between R3 and R33 nodes, is 
established an iBGP link, which in in the routing table is indicated by an ñiò 
before the number of the network. Due of this iBGP link, the two border routers 
are able to interchanges their routing tables of each one and propagate any 
change made on the router to the entire network. 
 
Also is it possible to spot the following, when a network passes through AS3, 
the path of the route is marked with a ñ?ò. This symbol means that the route is 
incomplete because the router has lost the AS_Path of the network. As it was 
commented before this is due the OSPF link in AS3. In that case the AS2 left 
active the route that comes incorrectly originated by the AS3, and then notifies 
this route to AS1, changing AS1 their routing table and being part of the 
problem. Then AS1 will also receive this wrong information from AS4 and AS5 
making the ñpollastre de rutesò inside the ring network. 
 
Despite this incomplete path, the network doesnôt loss connectivity, but has lost 
an important attribute as the AS origin, then the routing table has wrong IP 
origin information, notifying that the same network is generated in two different 
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AS, then the node when has to choose the path, will choose the route with 
shorter AS_Path. 

4.4.3 Second scenario: OSPF network 

 
Once the iBGP test are done is it possible to show what happen when suddenly 
the network has a great change, how can be a change of the routing protocol 
inside a determined AS, in this case changing from iBGP protocol inside the 
AS3 to a OSPF protocol. 
 
To run the OSPF emulation is it necessary to break the iBGP link, this can be 
done by getting down the loopback interfaces, and then is it necessary to break 
the running BGP protocol between R3 and R33 inside AS3 and change the 
routing protocol for the OSPF protocol. 
 
In the OSPF case is not necessary to set any additional parameter in the border 
routers, like in BGP case. In that case, in order to redistribute default routes in 
to BGP, it has to be used the network statement.  
 

Table 4.6: OSPF configuration for R3 node 

router ospf  

passive - inter face eth 0 

network 150.0.0.0/24 area 0.0.0.0  

network 40.4.0.0/24 area 0.0.0.0  

redistribute connected  

 
The network topology used to do this test is the topology of the figure as 
follows: 
 

 

Figure 4.4: Network configuration with OSPF as routing protocol in the edge 
nodes in AS3 
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As it can be seen in the figure, in AS3 between the border routers R3 and R33 
is running OSPF, running OSPF protocol in the entire AS3 to cause the loss of 
the AS_Path. For the other nodes of the network, the links done between the 
external ASôs are done by BGP protocol.  
 
Once the OSPF protocol is working instead BGP protocol is it possible to view 
the changes done in the network referenced to the routing table. 
 

4.4.4 Results of OSPF networking 

 

  
 

  

Figure 4.5: Routing tables from the edge nodes R3 and R33, and routing tables 
from R4 and R2 while OSPF routing protocol is running in edge nodes of AS3 

 
The first thing that can be observed in the routing tables is the IGP link that the 
border routes has with the iBGP link, have been disappeared, also the size of 
the routing tables have been decreased because the ASBR donôt exchange 
information between them. 
 
Due of this iBGP connection between the two border routers is no longer 
available; R3 and R33 do not exchange the routing tables between them and 
the network loses a ñpathò to reach the network. Because in an area where is 
performed by OSPF protocol, routers use the least cost path to the destination. 
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In OSPF, the routing between areas is the following: 
 

1. Routers forward the packet along the least cost path to the nearest 
border router. 

2. Border routers forward the packet along the least cost path to the nearest 
border router connected to the area that contains the IP destination 
address. 

 
With the test completed, is it possible to achieve the following conclusion; when 
a connection is established between two borders routers in the same AS, this 
connection has to be made with BGP protocol. Without this connection, the 
nodes are not able to interchange their routing tables and then are not possible 
to have connectivity to the entire network. 
 

4.5 Broken links and crashed nodes 

 
In a real network is probably that a node or link could crash, because may have 
a cut current in the node, malfunction of one of the nodes, bad link-level, etc. In 
this section will be tested the network if a BGP node crashes outside AS3 while 
OSPF protocol is running and how the network reacts to these kinds of actions. 

4.5.1 Third scenario: Breaking links in a network 

 
To prepare the scenario in order to do the test, is it has been decided to break 
links in the node R5 in AS5, after doing that, the packets interchanged between 
the nodes will be captured with the software Wireshark which is a packet 
analyzer. With this information is it possible to show which kind of packets are 
send when one node crash in a network.  
 

 

Figure 4.6: How the network converge after a break link 
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As it can be view in the above figure, once one of the links of the node R5 is 
broken, the other routers exchange their routing information in order to update 
the routing table and to not send packets to this route where the node R5 was 
before.  
 
In R2 Eth0, R3 Eth1 and R33 Eth1 will be captured the packets by the 
Wireshark software. As it was said before it will possible to capture the update 
packets sent to the other nodes in order to change their routing table due to the 
change in the network. 

4.5.2 Fourth scenario: Crashing nodes in a network 

 
Also is it possible to see what happen in the network when a node crashes. For 
running that test, it has been decided to crash the R5 node. Then the network 
has to converge in order to update the information that has in the routing tables. 
 
For crashing the R5 node, Netkit allows to halt a router by the command vhalt, 
once the node is halted, as it was indicated before, the network has to update 
the information and then Updates packets will be sent between the nodes. Then 
the network behavior is it similar when a node crash as when a link crash. 
 

 

Figure 4.7: How the network converge after a crashed node 

 


